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We discuss a generalized electronic diabatic (GED) approach to diagonalize the exact
Hamiltonian of ann-electron system which embeds an “external” background of positive
charges. This Hamiltonian, denotedh¥(q, &), is defined in an inertial frame, and it contains
aquantumpart (the electrons with coordinatgsand aclassicalpart (the external charges in
a three-dimensional configuratidr). We derive a GED basis sé¥(q)} using an operator
‘He(q, £9) for a single configurationao, and then show that these are also eigenfunctions for
any otherHe(q, &); only the ordering of eigenvalues may dependsafe., k = k(§)). The
GED functions can also be used to represent the eigenstates of a fully quantum-mechanical
system of electrons and nuclei. We discuss briefly the differences between the present proce-
dure and the standard Born—-Oppenheimer (BO) technique in the “clamped-nuclei” approxi-
mation. As illustration, we show how chemical changes emerge as transitions among diabatic
states mediated by an electromagnetic field.
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1. Introduction

Scattering experiments on atoms and molecules can be regarded as involving the
interplay between two very different spaces: by setting up objectsclasaicallabo-
ratory three-dimensional space (the beams), we study chemical changes represented in
a nonclassicalspace (the Hilbert space for the electrons). Modern technigues for ma-
nipulating individual atoms and molecules have taken this notion farther by allowing a
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very detailed control of well-defined regions of “real” space that affect the behaviour
of a quantum system [1,2]. For instance, scanning tunneling microscopy and atomic
force microscopy [3] produce real-space resolved features where it is possible to detect
actual motions of molecules and atoms on metal surfaces. With the development of
these and other nanotechnologies [4], there is a need for understanding how a quantum
subsystem responds in experiments where nuclei can be moved around as if they were
classical particles. In this work, we discuss a theoretical framework which is adapted to
tackle problems where a fully quantum-mechanical approach might not be needed (e.q.,
understanding and controlling some phenomena at interfaces).

The Born—Oppenheimer (BO) separation scheme is the standard approach followed
to describe approximately the electrons as a quantum subsystem inside a molecule. The
method has been instrumental in developing the familiar algorithms used to compute
electronic wave functions. Yet, there are questions about the validity of the BO approach
(in its various implementations) in a quantum mechanical context [5-8]. For example,
this method describes changes in electronic configuration as spontaneous processes oc-
curring on the single potential energy hypersurface ofsatatedmolecule. Instead of
being mediated by an exterior electromagnetic field, chemical change involving ground-
state species is triggered artificially bpnadiabatic couplingsvhich seek to “correct”
the BO energy hypersufaces at special points. These and other conceptual problems [8]
make it difficult to develop simple models where the classical and quantum aspects are
well identified. In this work, we propose a generalized electronic diabatic (GED) ap-
proach as an alternative to the BO approximation for the study efelactrons system
embedded in the external field af positive charges. The latter are treated, in a first
approximation, aglassical massless test chargghose configuration can be changed
externally at will.

The paper is organized as follows. In section 2, the GED approach is intro-
duced as a model consisting of an electronic system interactingmtkternal sources
of Coulomb potential (thé/-potential) with a&-configuration in the laboratory space
of m charges (i.e.£ € %%"). The method leads to electronic quantum states that are
V-representable using a complete set of diabatic wave functions; we show that this set di-
agonalizes the electronic Hamiltonian for gpiygeometry of the external positive charge
background. In section 3, we contrast the present GED approach and the standard BO
scheme. If an inertial frame is used (instead of a body-fixed rotating frame), we show that
the GED approach and the BO approximation with “clamped nuclei” share a spectrum
of diabatic electronic basis functions, instead of standard wave functions that depend
parametrically on nuclear coordinates. In section 4, we show how the quantum-classical
approach can be used to study molecular phenomena in the laboratory as processes me-
diated by an external electromagnetic field.

2. Thegeneralized electronic diabatic model

In order to describe quantum systems evolving in real space, one needs to define
in a consistent way what the quantum aspect of the problem is (i.e., the one described
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in Hilbert space) and what its classical aspect is (the one described in laboratory space).
A guantum system should always be defined with respect to an inertial reference frame.
The requirement comes from the special theory of relativity: conservation of energy,
angular and linear momentum derives from inertial frame invariance to time and space
translations, as well as frame rotations. The corresponding invariances in Hilbert space
are also well known [9,10]. In the context of using the inertial frame, the state of a sin-
gle isolated charged and massive particle is described by the Dirac equation, which is
the relativistic version (i.e., invariant under the Lorentz group) of the Schrédinger equa-
tion [11]. From this, we can extract the standard Schrédinger equation as an approxi-
mation, and then use it to build the spatial part of the basis functions for a one-patrticle
system in an external (electromagnetic) field. Finalkglectron quantum states can be
represented as direct products of one-patrticle states, including the spin.

We now introduce an external (time-independent) Coulomb potential acting on the
n-electron system, specified by a vecibr= (Z4, ..., Z,), whereZ,|e| represents a
(massless) positiveestcharge. In addition, the vectgr = (&4, ..., &,) specifies the
distribution of these positive charges in the laboratory spate(i.e., & e %3 is the
position of thekth charge). These two vectors define thassical partin the present
model (the classical or C-system).

For the electrons (the quantum or Q-system), we consider a transverse electro-
magnetic field represented by the field vedtax, 1), x € i3, defined with respect to
the laboratory frame. This operator is coupled to the linear momentum operator leading
to an effective kinetic energy operat&ie(q) = 1/2m(p — e/cA(X, t))2. Then-electron
operatorp is represented with derivatives in thecoordinatesg = (qy, ..., 0,) € R,
whereft®" supports the Hilbert space for the electrons. Finally, the Hamiltonian for the
Q-system becomes:

He(d, &) = Ke(Q) + Vee(Q, q') + V(q, &), 1)

with Vee(q, ') the electron—electron repulsion. Note that we arrive at the operator (1)
after defining a quantum subsystem in the field of classical charges; equation (1) does
not involve the removal of centre of mass translations. In turnexernalCoulomb po-

tential contains the classical-quantuitto) and classical—classicalcc) interactions:
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written in units of 4reg = 1. For the moment, we leave aside the linear and quadratic
coupling termsp e A and||A||?, in K«(q). These operators are later included to describe
the interaction between the external world and the Q-system. (Other operators such as
the spin-orbital coupling should also be included at a later stage.)

We focus now on the construction of the electronic basis for the Q-system. These
functions will be determined from the quantum Hamiltoni®ga(q, &), but they must
also be subject to the special-relativity transformation. The latter can easily be taken
into account by adding phase factors to the electronic states. For a beam experiment, for
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example, the inertial frames related to the reactant quantum states appear to move with
respect to the laboratory frame. If the inertial frame moves along the unit Megtih

speedv = kv, then its velocity and kinetic energy will be included in the phase factor:
exp(ime[2c? + v2]t/2h), wherem, is the electron mass at rest [12]. (As usual, quantum
calculations are carried out with rest masses.) When using this approach, the classical
dynamics of the system will enter via phase factors. Moreover, the classical nature of
the external source is incorporated through the Coulomb potént@l£). Below, we
discuss how to build the remaining quantum-mechanical contribution to the electronic
state.

2.1. GED wave functions

For the Q-system, the basic idea [13] is that there exists an attractor for the external
sources of Coulomb potential completely defined in termsstditionary electronic wave
functiony (q). The attractor for the positive charges corresponds to a minimum of the
energy functionall (¢; [, (q)]) defined as an expectation value oger

U (&; [¥(al) = (Wi (@)|He(@, &)Yrr(@))- (3)

The electronic functiongy; (q)} are such that those corresponding to bound states yield
one and only oneninimum energy configuration in real spa@é”, i.e., U (&; [ (Q)])
is a single-well confining potential. The single minimum &(¢¢; [y (q]) is denoted by
£k e R3. We find two types of*-attractors: (a) those belonging to molecular bound
states, wher¢&*|| < oo, and (b) those for subsystems asymptotically-separated along a
specific direction irf-space, wheré&*|| — oco. Note that, whereas the potential energy
U (&; [v(g)]) changes witte, the functions{;(q)} do not depend on the geometrical
arrangement of the background of positive charges. These functiodiahsdic in the
sense that they presergaeelectronic configuration for alf values.

Let us now consider am-electron system with vectat whose ground-state elec-
tronic wave functionyy(q) defines a single-minimum attractor, i.8V:U (&; [Yo()]) ||
= 0 only at¢ = £°. In addition to this necessary conditioli(£; [¥/(q)]) is also cho-
sen stationary with respect to variations in Hilbert spagd/(&; [v¥0(q)]) = 0. The
variational principle leads to

(8v|[He(a. £°) — Eo(£°)]wo(@) = 0, (4)

where Ey(£°) is a Lagrange multiplier ensuring normalization of the wave function.
Sincesy is arbitrary, yo(q) satisfies an Euler-Lagrange relatiof.(q, £ vo(q) =
Eo(€%)v0(q) [14]. In other words, the ground-state wave function can be obtained as
a solution of a Schrodinger-like equation with the single-point Hamiltoftarg, £°).

For ann-fermion system, this electroneutral Hamiltonian is bounded from below and
has a nondegenerate spatial eigenfunciigg) [15]. Moreover, it follows from the
properties of the Coulomb operators that single-point molecular Hamiltofiaftg £¢)
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are essentially self-adjoint [16], i.64c(q, £%) will have a complete set of eigenfunctions
(which can be taken orthogonal):

He(a, §°)v(q) = E; (§°)v;(@. (5)

Except for accidental degeneracies, the potential energy valp@s) will be distinct
for different&*. These results ensure that there exist a set of eigenfundtiortg)} for
He(q, £%). It remains to show that the sgy;(q)} diagonalizes the electronic Hamil-
tonianHe(q, £) for all £-configuration, i.e., thaty;(q)} are V-representablediabatic
functions.

2.2. Diagonalization of the electronic molecular Hamiltonian

In the present conceptual scheme, the most relevant Hamiltonians for the molecu-
lar system are the((q, £%) operators associated with unique attractors. These attractors
(and the associated symmetries they impose on molecular properties) are, in turn, deter-
mined by the solutions of equation (5), and not by spatial distribution of the background
of positive test charges. We reason as follows. {igt(q)} be the set of eigenfunctions
computed with the single-point Hamiltonian for the lowest energy attraktgg, £°).

These functions are independentéofbut they may not be, in general, eigenfunctions
of He(q, £). However, since the set is complete, we can represent any function in the
image ofHe(q, &) as

He(@, )9 (@) = Y _ cjuE)vu(@), (6)
k

where, by definitionU (& [¥;(@)]) = (;(@)[He(d, £)¥;(@) = ¢;;(€). Let us now
also rewrite the general Hamiltonian a&(q, £) = He(q, £%) + AV (€%, &, g), and
consider thaf{y;(q)} are the basis functions for the irreducible representations of the
Schrodinger group, withig being associated with the totally symmetric representation
in g coordinates. Since thgy;(q)} are eigenfunctions df.(q, £°), the off-diagonal
brackets(y, ()| He(q, so)wj(q)) will vanish fors # j. However, the “left-over” op-
erator AV (£°, £, q) is also symmetric with respect to electron a@ndoordinates, and
therefore(y, (D |AV (£, &, q)yr;(q)) = Oif s # j. (Note that the shift ir§ in the Ve
potential in equation (2) does not affect the electrons.) It follows that

i.e., the set{y;(q)} diagonalizes the Hamiltonian for al: He(q, &)¥;(q) =
E;(&)y (). These basis functions ateindependent eigenfunctions of all one-point
Hamiltonians, including those associated with #ieattractors. Accordingly, each at-
tractor produces the same set of eigenfunctions, although their associated eigenvalues
E;(E%) = UE*; [y¥;(q)]) may appear in different order. In this latter case, the only
apparent dependence of the electronic diabatic functions angeemetry would be in
the j-indices used to label them.

The diabatic functions represent the electronic states of an isolated molecule in the
classical-quantum model. The idea is that, in absence of an external electromagnetic
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field (e.g., radiation, a solvent, or a colliding molecule), there is no physical mechanism
for changing a diabatiy;(q))-state. Yet, given that thgy;(q)} is a complete set, the
diabatic functions can be used to describe the electronic state in the presence of a field.
In this case, the general quantum stateswill be solutions of the extended eigenvalue
equation:

(He(@, &) + Vetield) @(0; §) = E(E)P(0; §), (8)

where the operator for the interaction between the electrons and the external field can be
written approximately a¥e.sielqg =~ —(e/mc)A o p, with A the field vector ang the total
electronic linear momentum operator. Tld8 states are represented as a superposition

(0 §) =) (&) Y(a) )

of diabatic functions. Théc,} coefficients, and consequently the state functidn; £),
depend on the spatial arrangement of the classical positive chamgeke intensity of

the electromagnetic field. As a result of the dependence on the field, it is possible that
the contribution of various diabatic stateq4® will evolve as the positive charges move

in the laboratory space. Given that a diabatic state represents a state of the isolated
molecule (i.e., a chemical species), thésgependent changes correspond to electronic
(Franck—Condon-like) transitions in the field [17]. As shown in the next section, the
set of diabatic functions can also be used to build the wave function for the complete
guantum-mechanical system of nuclei and electrons with and without an external field.

3. Born-Oppenheimer separation schemein the clamped-nucle approximation

In the context of the BO method, the electronic Hamiltonian is denoted as
He(q, R), whereR is the vector defining the configuration space #omassive point
charges (the nuclei). In the present work, we include the Coulomb operator for the nu-
clear repulsion inHg(g, R); note that this term is often omitted in the electronic BO
Hamiltonian, but added later to build a potential energy hypersurface. Central to the
BO approach is the occurrence of a nuclear equilibrium configuration for the ground
state [18], denoted bRREC. It is also implicit in the original formulation of the method
that one associates a body-fixed rotating system with the Hamiltdfiemn RE®) [19].

The body-fixed frame introduces a constrainRirspace, and, in fact, it makes impossi-

ble to use rigorously this space as the domain for the nuclear wave functions. (See [8]
for a discussion on the difficulties of electron—nuclear separation in body-fixed frames.)
For clarity, we uséRB® (instead ofR) to label the nuclear position vector when used in
the BO scheme with a frame constraint.

In common practice though, ttdamped-nuclei moddias taken the place of the
original BO approach (see [20, appendix 8]); we refer consequently to this approach as
the standardBO scheme. Here, the nuclear masses are taken to be infinite in order to
solve the electronic problem defined Bi(qg, RE®); this operator is implicitly taken to
be defined with respect to an inertial (i.e., a non-rotating) frame [21].



G.A. Arteca and O. Tapia / Generalized electronic diabatic approach 7

Mathematically, the central assumption of the standard BO method is as follows.
An exactquantum stat¢¥) for an isolated molecule is given as a function of all quan-
tum particles (electrons and nuclei); thigq, R) is an eigenfunction of the total oper-
ator Hit(q, R) = Kn(R) + He(q, R), where Ky (R) is the kinetic energy operator for
the nuclei. Using an integration ovgrcoordinates, this function can be written as a
product [22]:

¥(@.R) = f(R)g(@.R). (10)

Although rigorous, this result is of little use because the functiframdg are not as-
sociated with any physical operators. However, the standard BO approach interprets the
g-function as an “electronic” function, with a dependence on the nuclear coordinates
that is purposely denoted parametricby writing g(g, R) = g«(q; R). The approxima-

tion is completed by computing(g; R) = ge ;(q; RB), the jth eigenfunction of the
clamped-nuclei Hamiltonian:

He(a, R%?)ge j(a: R®°) = E;(R™)ge,;(a; R®°). (11)

Finally, by consideringE; (RB®) the jth potential energy hypersurface for the motion
of the nuclei, an approximation t&(q, R) emerges by computing the nuclear wave
function as

[Kn(R®) + E;(R%)] £,;(R%°) ~ 50 £, (R%C). (12)
with the additional assumption
Kn(R™) £ (R%)ge.1 (0 R™®) & ge;(a; R™®) Kn(R™) £ (R™),

i.e., the dependence gt ;(g; RB®) on RBC is neglected for infinitely-massive nuclei.

For our discussion below, the key aspect of the approximation is to assume that the exact
result in equation (10) can be transferred to the structure of the electronic wave function
as in equation (11).

3.1. Comparison with the GED approximation

We can now compare this procedure with the one described in section 2, and dis-
cuss how thgW) state for the electro-nuclear system can be represented in the GED
scheme.

First, we note that theé4.(q, RB®) Hamiltonian has no information on nuclear
masses; in fact, it resembles the Hamiltonasiq, &) for the classical system @f pos-
itive charges. (The operators are still motivated by different conceptual models, given
that He(q, RB®) is extracted from the complete Hamiltoniafter separating the nu-
clear centre-of-mass When usingthe same inertial frameHe(q, RB®) andH.(q, &)
will indeed be identical, and thus two single-point Hamiltonians, edg(g, R5®) and
He(q, £°), must produce the same eigenfunctiqes (g; R§®) = v;(q). Since the
set{y;(q)} is valid for all £-configurations (thus, aR5® configurations), we conclude
that {ge ; (Q; Rgo)} and the diabatic s€t/;(q)} are the same set of eigenfunctions for
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all RBO. In other words, the standard BO scheme in an inertial frame with clamped
nuclei doesiot produce functions that are parametrically dependent on the nuclear posi-
tions. The only geometrical dependence will appear in the potential energies, given that
equations (5), (7) and (11) imply thay (RE®) = E; (&) = U(E; [¥;(@)]).

This reasoning may appear perplexing because it implies that the electronic wave
functions extracted from the BO (so-called adiabatic) approximation does not depend
on the nuclear geometry, that is, they shouldllzaticin the sense used in the present
work. Regarding theiapparentdependence oRE®, two points must be taken into
account:

() If one uses the lowest energy attrackfy(q, RE°) to label the{ge ;(q; RE®)}
functions, this labeling may not necessarily reflect the ordering of eigenvalues at other
geometries. Given that the energy cunBs(RE®) = (ge;(q; RE9)|He(g, REO) -
ge ;(0; RE®)) cross each other at discréR€° values, it is customary to re-label the elec-
tronic wave function so as to assign a loweindex for thege ;(q; Rgo) function with
the lowerE ;(RB®) value. That is, after diabatic curve crossing:; (RB°) = E;(RBO),
an electronic wave function would have appeared to chaggbatically of electronic
configuration atge ; — gex atRBC. In this sense, the diabatic functions do depend
implicitly on the&-geometry through thg-indices. To reflect this fact, we can write
the functions a$y ;) (a)}. In particular, the electronimolecularground-state function
Vo0 (q) describes a different state from thig ., (q) function associated with a disso-
ciated system at an asymptotic attragidff — oo. However, age j — gex SWitch does
not represent a physical process but only a change in the diabatic potential energy func-
tion being monitored (e.g., the lowest energy configuration). As discussed in section 4,
only an external electromagnetic field provides a mechanism to change the dominant
diabatic state as a function of a change in®/¥-geometry.

(b) There is an artificialexplicit dependence on thREC-geometry that is intro-
duced by the practical manner in which electronic functions are usually determined. In
the familiar computational algorithms, electronic configurations are cast in molecular
orbitals. In turn, these are built as linear combinations of atomic orbitals centred at
“nuclear” positions, rather than being defined at points fixed with respect to a reference
frame. As a result, the basis set actually varies with the geometry (e.g., when study-
ing an asymptotic separation channel leadingj&th — oc). This change in basis set
translates into an apparent continuous geometrical drift in the electronic function as the
BO approximation numerically connects two different electronic states. The resulting
functions are indeed parametrically dependent on the geometry, and they can be denoted
by the usualy; (q; R®). Although the resulting dependence RR°-geometry is arti-
ficial, it is certainly hard to avoid since it is embedded in the standard molecular-orbital
methodology. One alternative would be to represent the electronic wave functions using
basis functions centred on a fixed grid [23]. A sufficiently fine grid would allow one to
represent electronic wave functions with high angular momentum by using very simple
s-type functions defined at each grid point.

In summary, the continuous re-optimization of the atomic basis set, in addition to
the re-labeling of states after energy crossings, should be regardedadsintroduced
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when trying to fit the BO approach into a concept of bond dissociation. From first
principles, the eigenfunctions of the clamped-nuclei electronic Hamiltonian could be
taken to bestrictly diabatic in the sense used in this work.

3.2. Quantization of the nuclear motion in the GED approximation

While He(g, RBO) and He(q, £) are equivalent in the same inertial frame, there
is no reason to mimic the BO approximation when trying to build the electro-nuclear
function W (q, &) from the diabatic function$y;(q)}. In particular, it is not necessary
to assume tha¥ (g, &) is the product of @ingleelectronic function and singlenuclear
function. In order to approximate the states of the full electro-nuclear quantum system,
given by the Hamiltoniarfy, (9, §) = Kn(£) + He(q, §), we reason as follows. First,
we consider that th¢y;(q)}-set of GED eigenfunctions is complete, and thus can be
used to represent the states ofraalectron system. (For the sake of a simpler notation,
we return to omitting thé&-dependence in thg-labels.) Secondly, we take into account
that the quantum nuclear dynamics provides a mechanism for coupling the GED states.
Accordingly, we assume thgh molecular quantum stai&;) to be represented as a
linear superposition (cf. equation (9)):

Wi(d, ) = Y By (E)y;(@), (13)
J

where the{B;; (&)} coefficients determine the nuclear dynamics in the absence of an
electro-magnetic field. We now use (13) to solve the Schrodinger equation for the entire
system. Given that the diabatic functions satigty(q, £)v;(q) = E;(£)vy;(q) and
(Yily;) = &; for all but isolateds -geometries, thep; (q, &)1 = > I1B;;(&)]1? = 1,

and the matrix elemen{; | Hy (9, £)¥;) = E,,, leads to:

ull

> {(Bij©)| Kn(©) Bij(©)) + (B (6) | E; (6) B (©))} = Eqn. (14a)

J

which implies the differential equation for the individual nuclear functions:
KN(E)Bij(§) + E;(§)Byj (§) = Eg By (€). (14b)

Masses appear in the differential operaky(¢); whether one uses atomic or nuclear
masses is a matter of convenience [24]. According to equations (14), any state for the
entire molecular systermay be a superposition of diabatic electronic states; the re-
quirement is that there be two or more nuclear functipBs ()} degenerate ak;,

for different £ (¢) diabatic potentials. This condition can be achieved in reactions that
are effectively described by symmetric double-well potentials. Thus, superposition is
a possibility even for the ground statél?l)l, where a highly-localized nuclear function
Bo;(£) would often be expected. Yet in practice, near-degeneracies will be more com-
mon for higher-energy levels; in particular, levels in a high-energy continuum will cer-
tainly couple a large number of diabatic basis functions. In contrast, degeneracy should
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be infrequent in a low-lying state, which would then be approximated as a single prod-
uct: W;;(q, &) ~ B;;(§)y;, in agreement with the so-called “rigged” BO approach [25].
Nevertheless, the fact remains that epg}) state of arisolatedmolecular systencan

still contain information on multiple diabatic attractors and dissociation channels when
using the GED approach. The coupling between electronic diabatic states will of course
be much more extensive in the presence of an external electromagnetic field, as shown
below.

When considering a single diabatic molecular attractor, equation (14b) provides
a model for the calculation of vibration—rotation spectra. For the coeffidiet),
the standard procedure would be to define a centre of mass using the coordinates for
£/-attractor, and then impose the Eckart conditions for vibro-rotational separation. For
oscillations near the attractor, the functidy (§) will approach theith eigenfunction
of a 3n-dimensional oscillator with a quasi-harmonic well given by Bg&&) diabatic
energy function.

The case of a molecular system in the presence of an electromagnetic field can be
treated similarly. First, we can represent the states of the purely-electronic system by a
function such asb,(q, £) in equation (9); the linear superposition coefficiefits (§)}
will depend on the field vectoA. Then, we can represent the states of the complete
electro-nuclear quantum system as a linear superpositidn @f, £) functions

Wi(0.6) = Y au@P(0.6) = > > au(®)ey (E)vr; (@), (15)
J

k k

which reduces to (13) iB;; = ), axckj. These coefficients depend on the external
field.

Nevertheless, it is not necessary to solve the nuclear dynamics if we only seek to
study the interplay of electronic states relevant to a given chemical reaction. In the next
section, we show how the GED procedure can be used to monitor the evolution of elec-
tronic states in a field aflassicalnuclear charges and in the presence of electromagnetic
radiation.

4. Electronic transitions and chemical processesin the GED approach

A quantum-classical system prepared in a diabatic statg) associated with the
£/-attractor cannot spontaneously change of electronic state. If its corresponding di-
abatic potential energy curve crosses anotheér*asay E;(¢§*) = E;;1(£%), one can
always re-order the electronic functions so thigt:«_q:)(Q) — ¥ji11e++de)(Q) and
Vitie—de) (@) = V¥ e+de)(Q). However, there is no physical process associated with
this re-labeling. In order to produce a transition, we need an electromagnetic field that
couples a manifold of electronic states. In fact, the presence of an external field vector
may be able to cause a change in the dominant diabatic function at a geatinery
thanthat of the diabatic crossing; (§*) = E;1(¢*). Moreover, the transition between
two statesy; (q) — v¥;11(q) may require, depending on symmetry considerations, the
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presence of a third statl, (q) (an actuatransition statg. In our discussions, we follow
the formulation based on equations (8) and (9).

4.1. Two-state model for a dissociative transition

Consider a chemical reaction involving anitial diabatic state),(q) associated
with a molecular attractof! and afinal diabatic statey,(q) associated with a asymp-
totic attractor&?. Let us also assume that the (q) and y»(q) have different sym-
metry with respect to coordinate inversion in the inertial frame. A simple example
is found in the dissociation of a diatomic radical, e.gg H> HY + H(1ls). Here,
¥1(q) can be taken as thg, molecular ground state. The correct dissociation into H
and H1s) requires the linear combinations of molecular orbitgjst- o, andog — oy,.
However, since these two basis functions are not degenerate at the ground-state attrac-
tor £1, then we can in practice correlate thgfunction to the dissociation limit repre-
sented byj»(q). (Alternatively, we could consider the exchange reaction with molecular
beams, H + H(Ls) — H(1s) + H*, for which H} acts as a transition state. This case
is omitted here since it requires a 3-state model.) A convenient coordinate to study the
reaction is the elongation variahlethat measures the deviation in the position of the
two positive charges with respect to the attractbr In terms ofx, ¥1(q) and¥»(q)
have different parity and are coupled in the presence of an electromagnetic field. As a
result, this reaction can be studied in first approximation by monitoring the behaviour of
a quantum statgb) that superimposes only two diabatic state$q) andy»(q):

P (q, x) = c1(x)¥1(qQ) + c2(x)Yr2(0). (16)

Depending on the external field, we can expect that the initial state, specified by
¢1(0) ~ 1, will transform into the dissociated statg(oo) ~ 1; in this case, no tran-
sition state is required.

Figure 1 shows typical curves; = (V1(qQ)| Heyr1()) andUz = (¥2(Q)| Heyr2(Q))
for the bound and asymptotic diabatic states, respectively (top diagram, dotted lines).
(From now on, we make no distinction betwesl and He.) The confining attractor
£ is associated with a potential energy function that increases monotonically for
x > 0. In the case of K, this situation corresponds to an electronic state that remains
diabatically asry and therefore does not lead to dissociation. For the present qualitative
analysis, we omit the particulars of any diatomic molecule and just consider two curves
parametrized a&(x) = 1.25¢% andU,(x) = 5+ 10e /2, in arbitrary units.

Using the trial function (16), we compute the matrix elements of the Hamiltonian
Hiot = He(q, &) + Veuielg fOr the interaction between the external field and the electronic
subsystem. In first approximation, the interaction potential is represented only as one
term: Vesielg ¢ A o p. Symmetry considerations show tHab = (¥1(Q)| Ve-fiela??2(Q))
is not zero; we take the matrix elemeWi, as a parameter proportional to the external
field. (Note also that symmetry implidgdiot]12 = Vio and[Hiotlii = [Helii = U;.)
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The diagonalization of the resulting matrikHl;;) € N2*2 yields a lowest-energy
solution E (x):

1 Vip \27Y2
Ex)=U;+ =1AU, — |AU1||1+ 4 ; 17a
(x) 1 2{ 12— | 12|[ < f Ulz> ] } (17a)

whereAU, = U, — U;. The corresponding coefficient in thig(q) function is:

~ Vi, 2y —1/2
|62(x)| = {1-1— (m) } ) (17b)

with the normalization conditiofcy|? + |c2|2 = 1. Asx — oo, equations (17) predict
that: (i) the total wave function approaches the asymptotic diabatic state(as —
{1 — (V1/2U4)?}, and (ii) its corresponding energy is approached from bely) —
{Uz — (V12)?/|AU12}.

Figure 1(a) shows the lowest value B(x) = (®|Hi;®) as a function of (thick
line), in the particular case df;, = 1. In this model, this value corresponds to a rel-
atively weak coupling between the states. Note that the total erfetgy interpolates
smoothly between the diabatic curves, producing a result that effectesdéynblesan
avoided crossing. The contribution of the quantum subsystem to the total energy is
given by (®|H.®), which appears in dotted line in figure 1(a); it shows a similar behav-
iour to that of(®| Hy:®), but it produces a maximum located over the diabatic crossing
U, = U;. The analysis is completed in figure 1(b), which shows the evolution in the
diabatic basis states. Asincreases, there is a sharp transition froimr 1 toc, = 1;
the transition is centred about the diabatic crosging= U;.

Figure 2 contrasts the latter behaviour with a case where the diabatic states are
strongly coupled (e.g., when using a more intense electromagnetic field). In this case,
all parameters are the same as those in figure 1, excepffo= 5. Again, we ob-
serve that the total quantum state evolves frdmr ¥, to ® ~ v, asx increases,
but the change is not very sharp. There is a large region of configurational space
where both states contribute strongly to the stdte. Figure 2(a) shows a signifi-
cant difference in the effective total energy with respect to the ¢agse= 1 in fig-
ure 1. The curve for the lowest eigenvalue in the fidltdx) = (®|Hy®), in thick
line) interpolates between the diabatic curndésand U,, but it does not produce a
barrier. The curveE (x) exhibits a flat maximunbelowthe dissociation limit/,(co)
and avery shallowsecondary minimum at large the asymptotic limitE — Ux(c0)
corresponds to aaximum Note that the minimum near the molecular attragtér
deepens and shifts slightly towards largervalues when coupling strongly to the
field.

This simple example suggests that the GED methodology can retrieve the familiar
notions of “energy barrier” and “avoided crossing” without resorting to nonadiabatic
couplings. These features appear naturally as effects in the model, where transitions are
mediated by the couplings to the electromagnetic field. Depending on the intensity of
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Figure 1. Evolution of a general quantum stgbé describing the dissociation of an open-shell molecular
diatomic attractor. The dissociation is mediated by an external electromagnetic field and requires no tran-
sition state. The top diagram shows the diabatic potential energies for reactant and ptidant (/>,
respectively, in dashed lines), as well as the total enef@yHiot®)) and the intrinsic molecular energy
in the field (®|He®)) as a function of the elongation variable The bottom diagram shows how the two
diabatic basis functions contribute to the total quantum state. The results correspond to the case of diabatic
statesweak-coupledn the field (V1o = 1). There is a sharp transition from reactant to product and an
apparent barrier ig®| Hiot D).

the latter, our model predicts the disappearance of barriers, the stabilization of attractors
in the field, and the occurrence of weakly-bound states at large internuclear separations.
All these features have a counterpart in the behaviour of real diatomic systems.
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Figure 2. Evolution of the quantum stai@) for the dissociation of an open-shell molecular diatomic

attractor in the presence of an intense external electromagnetic field. Symbols and parameters are the same

asin figure 1, except for the valig o = 5 for the coupling of diabatic functions. In this case, the transition

from reactant to product is broader over a ranger afalues. Moreover, instead of a barrier above the
asymptotic limitUz(x — o0), we find a broad flat maximum and a shallow minimum @t Hiot®).

4.2. Three-state model for a reaction involving two molecular attractors

We can extend the previous model to the case of two statep andyr,(q) with
the same symmetry with respect to inversion. This situation can be found, for instance,
in the isomerization of closed-shell species. (A different case, corresponding to the
dissociation of a closed-shell molecule into a singlet asymptotic attractor can be found
in [26].) For symmetry reasons, the diabatic states of two closed-shell isomers are not
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coupled in the external field:Ht]12 = V12 = 0. Thus, the electronic changga (q) —
¥2(Q) requiresa transition stateassociated with an open-shell (yet singlet) diabatic state
Y3(q).

We consider a minimal model consisting of three bound diabatic statées),
¥2(q), andiyrz(q) associated with three harmonic potential energy functiésns). For
the sake of simplicity, we describe the reactant and product by diabatic energy func-
tions differing only in the location of the respective minimé&l;(x) = 1.25¢2 and
Uy(x) = 1.25x — 3)? (in arbitrary units). Finally, for the diabatic transition state
(TS), we use a potential energy function with an attractor shifted towards the product
Us(x) = 2+ 25(x — 2.5)%. Using these functions, the standard BO approximation
would yield an artificial transition betweef; (q) andv»(q), and an effective energy
barrier, at the diabatic curve crossiby = U, i.e.,x = 1.5. As we show below, the
GED approach produces also an effective barrier, but its location and height depends on
the TS-function and the applied external field.

Using a superposition functiod (q, x) = c1(x)¥1(q) + c2(x)¥2(q) + c3(x) Y3(q)
for the total quantum state, the matrix for the complete Hamiltodlgh= He + Ve.-field
becomes:

Uy 0 Vis
([Hiotliy) = ( 0 U V23> : (18)
Viz Vaz Us

where we have considered: [}t];; = U;, given thatV;; = (¥;(Q)| Ve-ielq?i (q)) = 0
because of the symmetry of the interaction operdiofeq, (i) [Hiwotlio = O because
Y¥1(q) andy,(q) are nondegenerate (i.¢He]1> = 0), yet their parity is opposite that
of Veielq (i.€., Vi = 0), and (iii) theys3(q) function has the same parity 3% fieiq,

and thusVi3 and V,3 need not be zero. By monitoring the lowest eigenvalue of (18),
E(x) = (®|Hix®), we can follow the onset of electronic transitions as a function of
the control variable:. The corresponding coefficients for the wave function of the total
guantum state in the diabatic states arel = Viscs/|E — Uil, |c2| = Vascs/|E — Us|,
and|ca| = {(Vis/|E — U1))? + (Vo3/|E — Uy|)? + 1}7Y2. This result implies that
the diabatic curve crossin@/{ = U,) does not produce a state with the same weight in
reactant and product (i.e;; = c¢p) unless both states are coupled to the TS with the same
strength (i.e., only ifV13 = V53). Note that, since/; (q) is diabatic, the matrix elements
V;; are independent of and proportional to the intensity of the applied electromagnetic
field.

As an illustrative example, figure 3 shows the results in the case where reactant and
product are equally coupled to the &3 = Vo3 = 2. In figure 3(a), the diabatic poten-
tials {U;(x)} appear in dashed lines and the total energy in the fie{d) = (O] Hiot®),
appears in thick line. Thé& (x) function produces a one-dimensional barrier that in-
terpolates between the reactant and product potentials, leading to an effective “avoided
crossing” betweert/;(x) andU,(x). The bottom diagram in figure 3 indicates that the
state function® evolves slowly fromy1(q) to ¥»(q) over a range ok-configurations.

The key role of the TS in the electronic transition is apparent by the strong, broad maxi-
mum injcs|.
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U, 4, U

10 1%~ ~a,

Figure 3. Evolution of the quantum stdte) for the isomerization of two closed-shell molecular species.

The reactant and product attractors are represented by diabatic potential etigrgiesU> which differ

only thex value for the location of their minima (dashed lines). A transition between these diabatic states is

mediated by the external field and a bourahsition state(TS) with diabatic potential/z (also in dashed

line). The total energy in the field®|Hiot®), thick line) was computed using equal couplings to the TS,

V13 = Vo3 = 2. In this case, the product is effectively stabilized in the field; its quantum state which has

a strong contribution from the TS. Note that the effective barriefdinHot®) decreases, and adopts an
x-geometry that is closer to the reactant state, in agreement with the familiar Hammond postulate.

Due to the coupling mediated by the external field, B&) function is no longer
symmetric with respect to the diabatic crossing at 1.5. The three extrema df (x),
located at geometries denoted b%; i = 1, 2, 3, are shifted with respect to the barrier
implied by the standard two-state BO approximation. The product is stabilized since
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Table 1
Contribution of the diabatic reactant, product, and transition statesy», andy3, respectively) to the
total quantum statgb) at selected geometries of the three-state system in figure 3. The seleakcks
correspond to the extrema of the total energy in the field) = (®|Hiot®), using the parameters in
figure 3. TheE (x) maximum plays the role of an effectipseudetransition-structure; the latter resembles
the reactant, as it would be expected for an exothermic reaction (i.e., an “early” barrier). The diabatic states
are mixed, although the minima 1 and 2 resemble more the reactant and product, respectively.

x* E(x*) |eal le2l e]
0.07 (min) —0.2344 09926 00218 01194
1.31 (max) 08829 07859 03692 04960
2.74 (min) —1.2439 01036 08285 05503

the minimumE (x3) is lower thanE (x7) for the reactant; table 1 indicates an effective
endothermic barrier witlE (x3) — E(x7) = —1.0095. In this barrier, the; maximum

plays the role of @seudetransition structure, with its energy valédx;) located below

that of the diabatic crossing at= 1.5. Moreover, the barrier maximum is closer to the
reactant(x, — x; = 1.24) than to the productxg — x, = 1.43). Table 1 gives also

the structure of the wave functioh atx; in terms of the diabatic states. From table 1,

it is clear that the quantum staf@) at x; has a strong contribution from the diabatic
reactant state/;. This result is in agreement with the Hammond postulate ([27] and
references therein), whereby a reactant-like (or “early”) TS is expected for endothermic
reactions and a product-like (or “late”) TS for exothermic ones. Our analysis recovers
these notions by quantifying the similarity between the total state and diabatic basis
functions in terms of théc; (x)} coefficients. This measure of similarity is physically
more appealing than one based on comparing reaction coordinate values.

5.  Conclusions

In the GED approach, the quantum states of an electronic system are represented
as superpositions of diabatic functions; all information on the positive charge geometry
is contained in the linear superposition coefficients, not in the diabatic basis functions.
If an isolated electronic system is prepared initially at an eigenstate of the electronic
Hamiltonian (i.e., a diabatic state), no transition takes place; the latter occur only if the
proper physical conditions are provided (e.g., an electromagnetic field is present). In
addition, some systems may require the mediation of a transition state that couples reac-
tants and products. Finally, it should be noted that transitions will be obswiitieid a
range of configurations for the positive charge backgraufde GED model is consis-
tent with the notion that one can manipulate the background of positive charges so as to
reach the-geometries with large amplitudes in the product state. In catalytic reactions,
these&-geometries should span a region of configurational space commensurable with
that of an active site or a conventional transition structure. Depending on the region’s
size, and the residence time of the reactant in it, one could translate product probabilities
into kinetic data such as rate constants.
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It is worth restating some key conceptual differences with the standard BO ap-
proach. First, in the GED scheme, the operédttris not derived from a molecular
Hamiltonian using approximations dealing with nuclear masses. Instead, a background
of classical masslegsositive test charges is introduced merely &asato build a com-
plete basis set of diabatic electronic functions. If desired, these functions can then be
used to represent the general states of a fully quantum electro-nuclear system. Secondly,
nuclear masses dwt appear in the GED analysis either explicitly or implicitly for the
electronic system, even thougty is isomorphic to the BO electronic Hamiltonian in an
inertial frame and clamped nuclei. The differences are subtle yet significant, since they
allows us to circumvent some known difficulties associated with interpreting the BO in-
ternal electronic Hamiltonian after the removal of centre-of-mass translations [8]. Using
the diabatic basis functions, equation (13) provides the most general representation for
the quantum states of the complete molecular systemmficlei and:-electron system:

Wi(Q, &) = Y By €)¥;(a).
J

If the nuclear charges are taken as classical particles, the geometry-dependent coeffi-
cients{B;; (&)} contain no information on nuclear masses and represent the coupling be-
tween electronic states mediated by the electromagnetic field. When the field is absent
and the nuclei are included as quantum particles, A€ )-coefficients couple elec-
tronic states whose diabatic potential energy surfaces yield degenerate functions for the
nuclear dynamics. These geometry-dependent coefficients callitectronic states
whenever we consider a fully guantum-mechanical molecule embedded in an external
field.

In closing, it is worth restating that useful concepts commonly employed in the
BO separation scheme also find their place in the GED approach, although in a differ-
ent guise. For instance, avoided crossings in absence of a field are artifacts in the BO
approximation resulting from either re-labeling the electronic functions after a diabatic
crossing, or basis set dependence on nuclear positions. In contrast, “avoided” crossings
appear naturally in the GED approach of field-mediated transitions; their overall loca-
tion and shape, however, depend on the geometry of the TS-attractor and its coupling
with reactant and product. The total molecular energy funclibif,®) of a general
guantum stated) allows us to recover notions such as those of energy barrier, shal-
low double minima, and the Hammond postulate for the similarity between molecular
species along a reaction coordinate.
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